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Abstract

This paper is meant to provide an exposition of the nature of Rus-
sell’s Paradox that is meant to make clear that it is a formalised version
of the principle that is expressed in the Liar Paradoxr — the uttering
of the phrase “This, what I say now, is not true.” First of all the
paradoxical nature of this statement will be scrutinised. The discus-
sion of Russell’s Paradox will be preceded by a discussion of Frege’s
definition of logical inference and his proposition for the foundations
of mathematics — in particular his concept of a Werthverlauf that
was meant to bring functions into the realm of analysis of objects.
Consequently, it will be explained why Russell’s Paradox is crucial
to Frege’s undertaking. Subsequently, using elementary Model The-
ory in logic there will be an explanation of the modern resolution of
the paradox in Zermelo—Fraenkel Set Theory. Finally, there will be
a discussion of the fundamental characteristic of self-reference that is
exhibited in Russell’s Paradox and made impossible in the theory of
Zermelo—Fraenkel.

1 Introduction

The many paradoxes that exist in both mathematical and everyday thinking
whose fascination has led to believe that the many similarities might point
at a common source to at least some of them.



In this context the present paper will constitute a modest argument for
the thesis that the Liar Paradox and Russell’s Paradox rely on the same
deeper principle.

2 Preliminaries

It will be assumed that the reader is familiar with the concept of the natural
numbers, which is the smallest set such that 0 is in the set and if any number
is in the set, its successor is so too, i.e. the numbers 0,1, .. ..

The notation n € N will mean only that n is a natural number.

3 The Liar Paradox

The paradox consists in an utterance, which is the following:

The Liar Paradox L P="“That, which I say now, is false.”.

The paradoxical nature of this statement is exhibited in the failure to
answer the question whether the utterance is true or false, since if it is true,
then it must be so that that which was said is false, which is a contradiction,
but if it were false, then that which is said is false, which means that the
utterance is true, which contradicts that it was false. Both options lead to a
contradiction.

First of all it should be noted here that this paradox is only a problem if
one’s aim is to predicate either truth or falsity of all statements, since this
paradox gives an example of a statement to which both its truth and falsity
lead to a contradiction. If only one of the two would lead to a contradiction,
as in the case of the utterance “This, what I now say, is true,” where the
hypothesis that it is false is contradictory, which is not problematic since the
opposite is not.

Formally, this predication of truth or falsity to each proposition can be
seen as a function 7 that associates with each element of the set of all
propositions P an element from the set {T, L}, where we think of T and L
as representing truth and falsity, but, since they are at this stage introduced
merely syntactically, for that matter, they could be thought of as meaning
any thing. Among other things, it is evident that we would want that for
all propositions of the form ” A is false,” (where A is again a proposition) it



would be that 7 associates truth with it only if it associates falsity with A,
and falsity with it if truth with A.

T(“Aisfalse”) =T onlyif 7(A)=1
T(“Aisfalse”) =1 onlyif 7(A)=T

The existence of LP shows that such a function 7 cannot exist, since LP
is of the form “A is false,” where A is LP.

T(LP)=T onlyif T(LP)

1
T(LP)=1 onlyif T(LP)=T

It should be clear at this point that this is an equivalent, yet slightly more
involved way of putting it. The formal language will be justified later on.

An endeavour of this sort, however, was, to its fullest extent, attempted
only by Leibniz. Frege and later Hilbert defined their increasingly modest
programs as finding a predication of this sort for the whole of mathematics
respectively for all axiomatic subsystems. Nevertheless their efforts were
equally unfruitful.

Secondly, in view of our purposes later on there will be made a distinction
between the following kinds of reasons for a proposition to be true: (1) formal,
i.e. when the proposition or its negation as a whole is a premise, (2) intrinsic,
i.e. when that which is expressed by it is true.

The paradoxical nature can then be made clear in the following scheme
of reasoning:

LP is true "™%% The uttered proposition is false formal 1 p is false

LP is false "™3% The uttered proposition is true formal 1 P is true

It also becomes clear that the paradox relies on the problem that we
cannot distinguish, either intrinsically or formally, between LP and “LP is
false.”

Since what has been paradoxical was that neither truth nor falsity could
be predicated of LP, the formal importance of this paradox vanishes if one
allows the function 7 to leave certain propositions undecided, i.e. that there
exists p € P such that 7 (p) # T and 7 (p) # L.

That this cannot be so is in this case the Law of the excluded middle. 1t
can be brought up, however, that if one would extend the function 7 such



that it now associates to each proposition not only truth or falsity, but also
possibly a “neutral truth-value”: {T, L ,0}. Indeed this particular paradox
is then solved, it would simply put 7 (LP) = 0. But if we then extend LP
to LP’'=“This proposition is neither true nor of neutral truth value.” then
it cannot be that 7 (LP') = 0, since it would obviously be false. It shows
that the problem is more fundamental than the absence of a third truth—
value. In fact, this argument can be repeated if one would allow another
truth—value for propositions that are neither true, false or neutral — a being
undecided even on this higher level. The problem lies thus in the fact that
the proposition LP or any variant of it, would appear in the domain P of 7.

4 Frege’s Foundations of Mathematics

4.1 Outline

Frege attempted to provide an axiomatisation for Set Theory, which is a
theory of fundamental status since the objects it defines — sets, functions,
relations — are taken for granted in other branches of mathematics.

At the basis of his theory lies the concept of a generic object [1]. In addi-
tion to the obvious choice of numbers and sets, Frege saw that the abstraction
of his theory allowed for any objects in the broad sense of the word to be
considered objects in his language, for instance chairs, tables or men. Func-
tions are then introduced as wholly different entities that associate certain
objects with others. The habitual functions that associate numbers to num-
bers are then incorporated, since numbers are examples of objects, but for
instance a price list can also be treated as one, associating with each product
an amount of money, which both are objects. Each function has a natural
number associated to it, referred to as its “arity,” which is the number of ar-
guments it takes. For example, some price lists may have their prices depend
on a qualities of the customer, for instance a train tickets’ price may depend
on your age, and if that is the only criterion it is a function of arity 1. In
number theory addition is an example of a function of arity 2 that associates
with every two objects a and b their sum a + b.

It is important to note in this context that, in our and Frege’s concept
of it, a function that takes particular objects as its arguments associates one
and only one object with them. If we write f(ao,...,a,) = b we mean that
the function f associates with the definite objects referred to by ay,...,a,



the object referred to as b. This distinction can be thought of as a formal
example of the distinction between sense and reference[3|, when the name

“f(ag,...,a,)” has a different meaning — the object that f associates with
the n + 1-tuple (ay,...,a,) — from “b,” — the object called “b” — but the
same reference. The symbol “=" thus equates reference and not meaning.

A more elaborate discussion of this matter falls outside the domain of this
paper.

4.2 Singular Sentences

Frege tries to formalise these concepts into a language that is defined as
follows.

Objects can be referred to by names agreed upon in advance. For instance
“2”7 can be taken to refer to the natural number which is the successor of
the successor of “0.” The name “King Lear” refers to a, probably, imaginary
literary character, which, too, can be considered an object.

Functions are referred to by unique names. If f is the name of a function of
arity n, f(ao, - .., ay) is a short way of referring to the object that f associates
with the collection of n + 1 definite objects referred to as aq, ..., a,.

Terms are elements of the smallest set that contains all object names —
such as “3” or “n”, but also “The present king of France” [3] — and for each
function f of any arity n € N, if ay, ..., a, are terms, then f(ag,...,a,) is a
term. For instance, since 2 and 3 are terms, also 2 + 3 is a term, since it is
obtained by applying the addition function with 2 and 3 as arguments.

Sentences are terms that are either true or false.

In particular, it is clear that if s and t are terms, s = ¢ is a sentence,
since it can be either true or false. For Frege, equivalence is a 2—ary function
= (ap,a1) that associates with all pairs of objects ag and a; truth if they
refer to the same object, and falsity if they do not.

It is also clear that if s is a sentence, the utterance “it is not true that
s” is a sentence, and it is true if s is false and false if s is true. This phrase



is written as —s'. Furthermore, if s and ¢ are sentences, “s and t are both
true,” is also a sentence, and it is true if and only if s is true and t is true.
This sentence is written as s A t. Likewise, “s or t” is written as s V ¢, which
is true if and only if s and ¢ are not both not true. The sentence “in this
case, the condition holds that if s is true, then ¢ is true” is written as s — ¢
and is called material implication. It is true if and only if it is not true that
s is true but not ¢. In this way it is equivalent to —(s A —it).2

Concepts are sentences in which one of the terms is replaced by a place-
holder.

A placeholder is often referred to as a variable — to distinguish it from
object names whose references are thought of as fixed — and its appearance
in sentence turns it into a function that associates with each substitution
of an object name for the placeholder the truth value truth or falsity. This
point is crucial and an example will make it clear. “2,” “3” and “b5” are
object names. Addition is a function f (though more often the symbol +
is used, in this discussion such a choice is arbitrary) such that for all a and
b, f(a,b) = a+b. “f(2,3) = 5" is a sentence and it is true, contrary to
“f(2,2) = 5.” If one uses z as a symbol for a place-holder, “f(2,z) =5" is a
concept, which can be expressed as “to be such that it yields 5 if 2 is added to
it.” Concepts are conventionally given capital letters as their names. Thus
the mentioned concept can be written as F'(x) and it associates falsity with
all x except for x = 3.

4.3 Quantified Statements

Frege then defines quantifiers to allow singular statements to be applied to
collections of objects. “For all objects, in what follows referred to as x, it
holds that M (z),” where M(x) is a concept, is written formally as Va (M (z)).

IThis is a more modern notation and it differs from Frege’s. Since formulas of each
way of writing can without exception be translated into one another, the current notation
is chosen for reasons of typesetting convenience and compatibility with other works.

2To understand that it must be so, it is often pedagogical to think of s — ¢ as a condition
on a situation. For instance, one could be concerned with a collection of marbles. s is the
proposition that there is at least a blue marble. t is the condition that there is at least a
red marble. Obviously the condition “If there is at least one blue marble, there must also
be at least one red marble” is satisfied, thus true, in all cases unless there is at least one
blue marble but none red.



Likewise, “There is at least one object, in what follows referred to as z, such
that M (z),” is written as 3x(M (z)). Notice that there is at least one object
x for which M (x) is true, if and only if, it is not true that for all objects it is
not true that M (z). In this way Jx(M (x)) is true if and only if -Va (=M (x)).
This implies that one could write all statements in which V or 4 appear in
terms of only one of these quantifiers.

More complex statements can now formally be written. For instance,
if M(z) is the concept “to be mortal”, and P(z) is the concept “to be a
person,” then “All persons are mortal” is expressed by Vaz(P(z) — M(x)).
Likewise, the statement “All and only persons are mortal” is written as
Vo [(P(x) = M(x)) A (M(x) — P(x))], or, if one uses the convention to ab-
breviate the statement (¢ — b) A (b — a) to a < b, one writes Va(P(z) <

4.4 Axioms

Frege felt that there were formulas true and rules of inference valid simply by
virtue of their form. In these cases there was no need for intrinsic reasoning
and therefore these formulas and these forms of reasoning could be formulated
as axioms and rules of inference, respectively, in his Begriffssschrift.
Tautologies are formulated as schema’s — which means that for any of
the variables a, b, ... that occur in them, any proposition can be substituted,
for example —a or ma == b — and they are the following, for any term ¢:3

Ax0. a — —a
Axl. a —a

Ax2. a — (b— a)

Ax3. (a— (b—¢)) — ((a — b) — (a — ¢))
Axd. (=b— —a) — (a — b).

Ax5. Va(A(z)) — A(t)

3The axioms are formulated in terms of the syntactic connectives — and — only. All
the other connectives can be defined in terms of them. a V b is equivalent to —-a — b and
a A'b is equivalent to —(—a V —b). Translation to the rudimentary formulation in terms of
-, — is, however, unnecessarily tedious for more complicated sentences



The rules of inference are the following. They are written in the form
a,b = ¢ to mean that from the sentences a and b one can infer the sentence
c. This concept is made more formal later on.

MP. Modus ponens a,a — b= b
Al a — B(z) = a — Yz(B(z)).

Frege’s aim was that on the basis of these axioms and the rules of in-
ference, all other sentences that we think of as tautologies could be derived.
If successful, it frees the way for the definition of tautologies as those and
only those derivable sentences and the axiomatisation would therewith be
complete.

4.5 Proofs

Frege then defines that a proof of a particular sentence p is a finite succession
of sentences such that

1. all sentences in the collection are

(a) explicitly expressed premises, or
(b) tautologies (Ax0.—Axb5.) given in the previous subsection, or

(c) follow from earlier sentences in the collection by means of one of
the two rules of inference given in the previous subsection as well,
and

2. the sentence p is in the succession.

In modern days one writes T' F a if there exists a proof of the proposition
a whose hypotheses are included in 7. If the proof does not include any
hypotheses, instead of () - a (where () is the set that contains no elements)
one also writes F a.

Frege’s aim is here to define the notion of a proof in such a way that
T+ a if and only if p is true if all of the sentences in T are. That this is, in
the end, so is not altogether trivial, but can be proven.

For instance, it is natural to think that if we say M (a), then there exists
at least an = such that M (z). Formally, there should be a rule

Existential Introduction M(a) = Jz(M(x)) (1)



Indeed there is, and the following is its proof. It is written as a succession
of numbered sentences, accompanied by an explanation in the right hand
column of why the condition 1. mentioned above is satisfied in the case of
that particular sentence.

1. M (x) premise

2. M(x) — —=M(x) Ax0

3. M (z) 1,2,MP

4. == M(x) — Ve (-M(z)) Ax4, Ax5

5. —Va(-M(zx)) 3,4,MP

6. Jz(M(x)) 5, definition of 3

It is important to notice that we have only proven it for the arbitrary
but particular concept M and object a. The fact that we have not put any
constraint whatsoever on it, allows us, reasoning outside the system, to assert
that it can be repeated for any concept M and any object . Moreover, the
fact that it is a rule is saying that any quasi—proof in which Jz(M(x)) is
inferred from M (a) can be expanded to form a full valid proof according to
the criteria set down. This is the full extent of what is expressed by saying
that equation 1.

Thus one can write {M(a)} = Jz(M(zx)), where {M(a)} denotes the set
that contains, for that matter, at least the formula M (a).

4.6 Course—of—values

Frege’s functions have so far been wholly detached from the realm of objects.
One could say that mathematically hardly anything is known about them —
a relation as fundamental as equality has only been defined on the level of
objects. In order for Frege to treat them in some way as objects he introduces
the idea of course—of-values (Werthverlauf in German), and it is written as
£f(e). A course—of-value, as opposed to a function, is thought of as an object.

The need for elaboration on the concept of a function developed until
now becomes apparent from the example of the following functions:

flx) = z(@z+1)
gl) = 2*+x

It is intuitively clear that they are the same functions, since they agree for
each value for the argument x which object to associate with it, Vo (f(z) =

9



g(x)). This fact can be easily proven within algebra. However, it has not been
set down that this is a (1) condition, and (2) that this condition is sufficient
for courses—of-values to be considered equivalent. The formalisation of this
apparent triviality becomes embodied in Frege’s Law V*:

f(e) = dgla) < Va(f(z) = g(x)) (2)

The formulation of this law has made it possible to express the equality
of the functions f and g above.

Intuitively, the course—of—values can be seen as the collection of ordered
couples that records all values that the function associates with all possible
arguments. For instance, for the function f(z) = x + 1 it notes that 2 is
f(3), and f(5) is 6. It should be stressed however, that this is an intuition
that has guided the formulation of equation 2 but which should be kept out
of consideration now that this latter has been formally set down.

For those functions that are concepts, the course-of—values therefore reg-
isters which objects are mapped to the truth, and which to falsity. In this
way, it defines the collection of objects for which the condition that is ex-
pressed by them holds, which is then called the extension of the concept G,
and it is denoted by €G.

Frege then went on to define what it means for an object to be a member
of an extension. Intuitively, an object x is a member of an extension of a
concept G if it is true that G(x):

r € eG=G(x)
Likewise, membership among objects can be defined as:

r€y=3G(y =G Nz € Q)
r € y=3G(y = eG N G(x) (3)

With the tools that have been developed so far, it can be proven that for

4Here the notation = for the equality among courses—of-values is chosen deliberately
to emphasise the difference with the symbol = that is used for object comparison only.
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any concept F, it holds that {F(x)} -z € eF.°

1 F(z) premise
2 eF =¢eF eq2
3. eF=e¢FANF(zx) 1,2
4. AG(eF =G NG(x) 3, eql
r€ckF 4, eq3
Similarly, one can prove that each concept has an extension, a fact that

later on will be crucial — one notices that if F' is a concept, F(z) = F(y) is
the same as F(y) < F(x) —:

1. VF(eF =eF < Va(F(z) < F(x))) eq2

2. VEVz(F(x) < F(x)) tautology

3. VF(eF =¢cF) 1,2

4. VEJx(x = eF) 3,eql (4)

5 Russell’s Paradox

5.1 Formal Derivation

Russell studied the system that Frege had started and found it possible to
derive a contradiction. The presentation of the reasoning is based on that of
Zaltal[5].

In this section the contradiction will be proven on the basis of the Law of
Extensions

Law of Extensions FVYEV2(z € eF < F(z)) (5)

>This proof uses {a,b} F a A b, which can be proven starting from the axioms given in
the previous section. The notation eq2 refers to equation number 2, namely the Law V

11



Its proof is as follows®

al. r€celF premise
a2. 1G(eG = eF N G(x)) eq3

a3. AG(Vx(G(z) « F(x)) ANG(x))  eq2

ad. NVx(G(z) « F(x)) ANG(x)] — F(z) tautology

ab. AG(F(z)) a3,ad

ab. F(z) ab

aft. VEVx(x € eF — F(x)) ab,generalisation
bl. F(x) premise
b2. eF =¢F eq4, identity

b3. eF =e¢F N F(x) b1,b2
bd. IAG(eG =eF NG(z)) Db3,eql
b5. r€cel b5,eq3
b6. VFVx(x € eF «— F(z)) b6,generalisation

LE. VYFVz(x € eF < F(x)) a7,b6 (6)

On the basis of the Law of Extensions one can derive the Naive Compre-
hension Aziom”, = VF3yVr(x € y < F(x)), simply
1. VFVz(r € eF < F(x)) Law of Extensions
2. VF3IyVz(r € y < F(x)) leql (7)

This point is crucial. We have now found that for all predicates there
exists an object, whose elements are those objects for which the predicate is
true.

6This proof proceeds by reasoning outside the formal system and in that sense is not
strictly a proof according to the constraints that Frege defined. Since, however, writing
out the proof in its full detail is complex and little illuminating, it is chosen to present an
argument that shows clearly that a strict proof can be given.

TAn interesting observation is that the quantifiers V,3 have been used not only to
denote objects, but also more generally concepts. The language Frege has been using is
a Second Order Language. Modern logic distinguishes the two and does, in ordinary set
theory, not allow this ambiguity.
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If we then take the predicate F'(z)=-(x € x) (which is the predicate that
is true of all objects that are not elements of themselves), we find

3. IWNVr(zey—(vex)) 2

4. Vz(r €a < —(xrex)) 3takeanyy
RP. (a € a) < —(a € a) 4 take a for =

Which shows the contradiction, where the enunciation (a € a) has taken
the place of LP, since it can neither be true nor false.

6 Analysis

6.1 Importance

From a contradiction any proposition can be derived.

To show this, let us call the proposition that is contradicted a, such that
by hypothesis 7't a, T'+ —a. We show that there exists a rule that can be
formulated as follows — where p is any proposition:

Contradiction a,—a = p (8)
1. a hypothesis
2. —a hypothesis
3. -p—a 1,Ax2
4. —p — —a 2,Ax2
5. (p— —a) = ((-p —a) —p) Ax
6. (-p—a)—p 4,5 MP
7. D 3,6,MP

From the exposition made so far it becomes apparent that this problem
is relevant, since (1) the concepts of objects, function, concept and extension
are fundamental in mathematical analysis, and (2) the essence of Law V
presents itself to us as tautological and therefore abandoning it would imply
failure to provide an axiomatisation of our concepts mentioned before, which
was precisely what Frege was aiming at.

Frege writes|2]

13



[Russell’s] discovery of the contradiction caused me the great-
est surprise and, I would almost say, consternation, since it has
shaken the basis on which I intended to build arithmetic. [...]
It is all the more serious since, with the loss of my Rule V, not
only the foundations of my arithmetic, but also the sole possible
foundations of arithmetic, seem to vanish.

6.2 The predicate F(z)=—(z € z)

The predicate F(x)=-(z € z) seems strange. It has, however, been well
defined, since each of the symbols that it uses — —, € — are well defined,
and it can be viewed as the conceptualisation of the negation of the sentence
a € a, which is a sentence since it is a term that is either true or false, by
the definition of €. It becomes more clear that there is a need to incorporate
sentences of this sort from the fact that one can talk about this predicate F'.
For instance, the collection of all books is not again a book, thus it is true that
F(“the collection of all books”), but the list that records all lists is again
a list, thus not F'(“list of all lists”). These examples, though necessarily
artificial, show that the concept expressed by F' is not meaningless.
Similarly, LP is, in any natural language, a grammatically valid sentence.

6.3 Nature of the Paradox

As mentioned before, L P does not lead to a contradiction unless one proceeds
from the assumption that to each sentence one should attribute either truth
or falsity. Russell writes[4]:

Let w be the predicate: to be a predicate that cannot be predi-
cated of itself. [...] [W]e must conclude that w is not a predicate.

Frege qualifies this by arguing that it is not meaningful to say that a
predicate is predicated of any predicate — therefore also not of itself — and
that it is only meaningful to talk of predication of objects. He acknowledges
however that the proof of the paradox did not rely on this[2]:

Incidentally, it seems to me that the expression “a predicate is
predicated of itself” is not exact. A predicate is as a rule a first—
level function, and this function requires an object as argument
and cannot have itself as argument (subject). Therefore I would
prefer to say “a notion is predicated of its own extension.”

14



There is a correspondence between Russell’s Paradox and the Liar Para-
dox. Following the definition of the predicate F'(x)=-(z € x), one calls the
extension of this concept — which exists due to the Naive Comprehension
Axiom — ¢F. Now the question is whether F' can be predicated of its own
extension, i.e. whether F(¢F') or not. If F(¢F) then, by the definition of F,
it must be that —(¢F' € ¢F'). Formally, however, this implies, by definition
of €, that =F(¢F). Similarly for the contrary. From the scheme below the
resemblance with L P becomes clear.

F(eF) ™% L(cF € eF) 2" ~F(cF)
~F(eF) ™8 cF € eF " F(eF)

7 Modern Set Theory

7.1 Model Theory

Model Theory tries to generalise and formalise mathematical derivation.

Language A language L consists of a set of constants, function symbols
and relation symbols. To each function and relation symbol one associates a
natural number n referred to as its arity as before.

Examples of constants are 0, 1, examples of functions are + (addition) and
- (for multiplication), both of arity 2, and an example of a relation symbol is
<. It is important to note that at this stage these symbols are considered to
be without meaning, which will be attributed to them later. In the following
the examples will be taken starting from the language L={0, 1, +, -, <}, which
is a language used to define the natural numbers.

Terms The terms of a language I are defined as the smallest set Ty, such
that:

e any constant of IL is a term
e any variable is a term

e ifty,... t, are terms and f is an n—ary function, f(t,...,t,) is a term.

15



Examples of terms are 0, a (where a is a variable — a symbol that does
not appear in the language), but also +(1,0), if + is a 2—ary function.

Formulas The formulas of a language IL are defined as the smallest set Fr,
such that

e if s and t are terms, s =t is a formula.

e if ty,...,t, are terms and R is a n—ary relation, R(t,...,t,) is a for-
mula.
e | is a formula.

if ¢ and ¢ are formulas, then ¢ A, ¢V, ¢ — 1 and —¢ are formulas.
e if ¢ is a formula and z is a variable, then Vz¢ and dx¢ are formulas.

Examples of formulas are 0 <1 or a <0 — a < 1. Often one refers to a
formula ¢ in which there appears a variable a that does not appear as part
of a quantifier (Va or Ja) as ¢(a).

Theory A theory of a language LL is a set of formulas [Fy..

Model A model for a language L is a set My, such that

e With each constant ¢ in LL there is associated an element ¢Mr € M,
called the interpretation of the constant c.

e With each n-ary function f in L, there is associated a function fMr,
called its interpretation, that associates with each set of n elements of
My an element of M.

e With each n-ary relation R in L, there is associated a set RM: called
its interpretation, of n—tuples of elements of M.

7.2 Tarski’s Semantics

Interpretation of terms If My is a model of the language L, then one
extrapolates the association with each term ¢ of an element ¢t to terms that
are complexes in which no variables occur.

16



e if ¢ is a constant, by definition there has already been associated an

element ¢,
e if t is of the form f(t1,...,t,) then t"* is the element that is associated
by the function inside the model, fM (¢ M),
Sufficiency A model My, is said to be a model of a formula ¢, — one

writes My = ¢, — if, on the basis of the form of the formula,

o If ¢y is L, it never holds that My, = ¢r.

o If ¢y is s = t, where s and ¢ are terms, it holds if s = ¢
o If ¢y is R(to, . .. ,tn), it holds if the collection of (ty™, ..., tMv) is in the
set RMr.

o If ¢ is 1 A g Or ¢y V g Or P — o Or Ty, the expression My, = ¢,
holds according to the truth-values of the constituents as defined before.

o If ¢ is of the form Vxo;(x) then My, = ¢r holds if, substituting a new
constant m for x, for all possible interpretations m* € My, My, |=

¢1 (m) .

o If ¢ is of the form Jx¢;(x) then My, = ¢r, holds if, substituting a new
constant m for z, for at least one interpretation m™ € My, My |=

¢1(m).

Model of a Theory A model is a model of a theory Ty, if My, = ¢ for
each ¢ € Tp. One writes My, = Ty.

An example of a simple theory in the elementary language L={a, b} where
a and b are constants, is the theory that consists only in the formula a = b.
Any set is a model of this theory, as long as the constants a and b are
interpreted as the same element in the set (which is a sufficient condition
for the formula a = b to be true), i.e. a™ = b=, Notice that there might
be any number of elements in the set. If one would extend the theory to
{a = b,Vz(x = aVz =b)}, the number of elements is restricted to 1, since
due to the latter axiom all elements in the set should be equal either to
the interpretation of a or b, and due to the former these interpretations are
identical.
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7.3 Zermelo—Fraenkel Set Theory

Russell’s Paradox has shown that there is a need for a stricter set theory (as
opposed to the Naive Set Theory as it was promoted by Frege and others)
that does not allow the definition of a set of all sets that are not an element
of themselves. Nowadays the most widely used set theory is that of Zermelo—
Fraenkel, which is a theory in the language which consists only in the relation
symbol for membership € — i.e. L = {€} and there are no functions nor
constants — and its axioms are the formulas from [Fy, listed below — where
one writes z for z1, ..., zp.

Ext. VaoVa, (Vy(y € xo <= y € 11) — 9 = 21
Pair VaoVrdyVz(z € y < (2 = xo) V (2 = 21))
Union VedyVz(z € y <« Jv(v € x Az € v))
Powerset VedyVz(z € y < Yo(v € z — v € 1))
Infinity Jw(Fz [z € wA -Fy(y € x)] A
NVzx ew— Jyly e wAVz(z €y z€xVz=n1))|)
Found. Ve(Jy(ly € ) — Jyly € e A—F2(z € x Az € y)])

Repl. Vz; ... Vz,(VaVyoVy [6(z, 4o, Z) Aoz, 41, Z) — yo = 1] —
— VyJuVyly € w « Jx(z € y A g(z,y,Z))])
for each (n + 2)-ary {€}-formula ¢, (n > 0)

The set of all these axioms is referred to as the theory ZF. One thinks
of any model Mzp such that Mz = ZF as the collection of all sets. If one
picks one of these models, all sets are precisely the elements z € Mzp. In
this way, sets are thought of as precisely the objects in Mzp and thus the
names become interchangeable.

It is important to notice that the last axiom is an axiom schema, it is a
template and it is given that for each formula ¢, there is the corresponding
version of the Replacement—axiom. In fact, ZF has an infinity of axioms,
since there is an infinity of possible formulas.

Using these axioms, one can prove that there are sets with particular
properties, for instance, that there exists an empty set, ) € Mg, such that
Vao—(z € 0)%. This shows that not existing is not the same as being an empty

8This follows from the axiom “Repl.” Taking ¢(z,y,21) = (y € y) A~(y € y) — a
formula that is never true — for any set z it follows that there exists a set w that has the
properties of the empty set, namely that it has no elements.
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set. The counterparts of extensions in Frege’s theory are referred to as classes.
A class for a formula ¢(z) is a collection of sets such that the sets and only
the sets that satisfy the formula ¢(z) belong to the class, and it is referred
to as {z|¢(z)}. However — contrary to Frege’s Naive Set Theory, where all
concepts have an extension — not every class {z|¢(x)} is a set (i.e. there are
formulas ¢ such that it does not hold that ZF | JyVz(z € y < ¢(z)). In
other words, the Naive Comprehension Aziom that was derivable in Frege’s
theory, is negated by any counterexample, such as will be given below). The
most important example of this is the class of all sets that are not elements
of themselves.

7.4 Solution to Russell’s Paradox

In ZF one can claim that there is, in any model M of ZF'| not necessarily a set
corresponding to the class {z|—-(x € x)}, since its existence cannot be proven
directly — as in the set theory proposed by Frege — and a contradiction can
be derived from its hypothetical existence.

This is done as follows. Assume that R={z|-(x € z)}. Thus for all x
one can write x € R «» —(x € x). If it were so that R is a set, then one can
take x = R and find R € R < —(R € R), which is a contradiction. This
shows that the assumption that R is a set is false.

This shows that RP cannot be formulated in ZF and thus there is no
more contradiction. The price has been a theory that is less intuitive, since
of each class one would have to prove that it is a set for it to be treated
according to the axioms.

It is interesting to note that this argument has a counterpart in the set
theory that was proposed by Frege. The conclusion is essentially the same
contradiction R € R < —(R € R). The difference is that in the former set
theory there was already a proof that this set R existed. In ZF this proof is
absent and thus the contradiction counts as a disproof?.

The contradiction therefore finds its root in the Naive Comprehension
Aziom, equation 7, which is a direct corollary of the Law V. The Naive
Comprehension Axiom can be viewed as performing a similar function as the
desire to predicate either truth or falsity of all propositions, which

9The assumption here is that ZF is consistent — i.e. that no contradiction can be
derived from the axioms —. This is a hidden assumption that — as Godel’s Incompleteness
Theorems have it — cannot be proven nor disproven, since those proofs should start from
ZF.

19



Finally, Tarski’s semantics and the definition of the meaning of the quanti-
fiers have prevented any theory from expressing second—order formulas, since
all quantifiers range over elements of the model, which, in the case of ZF,
are only the sets and not functions or relations.

8 Conclusion

In conclusion, it has been argued in this paper that the problems around
Frege’s Naive Set Theory arise from the fact that all concepts have an exten-
sion, which, in the framework of ZF, would mean that to all classes there
corresponds a set such that the two sets assigned to the classes are equal if
and only if the formulas defining the classes are equivalent. Precisely this
cannot be held. It is essentially the self-referencing nature that would make
the one-to—one—correspondence of classes and sets problematic.
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